Modeling Plasma Virus Concentration during Primary HIV Infection
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During primary HIV infection the viral load in plasma increases, reaches a peak, and then declines. Phillips has suggested that the decline is due to a limitation in the number of cells susceptible to HIV infection, while other authors have suggested that the decline in viremia is due to an immune response. Here we address this issue by developing models of primary HIV-1 infection, and by comparing predictions from these models with data from ten anti-retroviral, drug-naive, infected patients. Applying nonlinear least-squares estimation, we find that relatively small variations in parameters are capable of mimicking the highly diverse patterns found in patient viral load data. This approach yields an estimate of 2.5 days for the average lifespan of productively infected cells during primary infection, a value that is consistent with results obtained by drug perturbation experiments. We find that the data from all ten patients are consistent with a target-cell-limited model from the time of initial infection until shortly after the peak in viremia. However, the kinetics of the subsequent fall and recovery in virus concentration in some patients are not consistent with the predictions of the target-cell-limited model. We illustrate that two possible immune response mechanisms, cytotoxic T lymphocyte destruction of infected target cells and cytokine suppression of viral replication, could account for declines in viral load data not predicted by the original target-cell-limited model. We conclude that some additional process, perhaps mediated by CD8+ T cells, is important in at least some patients.

1. Introduction

During primary HIV infection, viral load increases sharply during the first few weeks after infection and then declines rapidly, ultimately reaching a quasi-steady state or set point level (Daar et al., 1991; Schacker et al., 1996; Kahn & Walker, 1998; Kaufmann et al., 1998). Phillips (1996) suggested that the sharp decline in virus concentration might be the result of target-cell limitation, i.e., the running out of new cells for the virus to infect. Phillips demonstrated that simulations of a simple model based on this assumption produce a “spike” in virus concentration...
qualitatively similar to that observed in patients. An other explanation for the viral decline is that an anti-viral immune response, for example, the cytotoxic T cell response (Koup et al., 1994; Rinaldo et al., 1995; Riviere et al., 1995; Pantaleo et al., 1997; Matano et al., 1998; Schmitz et al., 1999), brings the viral load in check. The question of whether the drop in viral load is primarily the result of an anti-viral immune response or target-cell limitation has yet to be answered satisfactorily.

This issue is addressed here by developing dynamic models of the events that occur during the first 100 days following primary HIV-1 infection, and comparing model predictions with clinical data. Models of primary infection have also been developed by Phillips (1996), Nowak et al. (1997a) and Murray et al. (1998). In addition, numerous models have been proposed to capture many of the features of progression to AIDS following the initial viral spike (Reibnegger et al., 1989; Hraba et al., 1990; Nowak et al., 1990; McLean & Kirkwood, 1990; Nowak et al., 1991; McLean & Nowak, 1992, Perelson et al., 1993; Essunger & Perelson, 1994; Schenzle et al., 1994; Stilianakis et al., 1997; Kirschner et al., 1998).

A comprehensive model—one capable of predicting the spike, the asymptomatic phase, and progression to AIDS—is ultimately desired, but much can be learned by studying the early events. The characteristic spike in viral load provides a distinctive landmark against which differential equation models can be validated.

Figure 1 depicts the virus concentration in a representative HIV-positive patient studied at the Aaron Diamond AIDS Research Center. A viral spike similar to the one shown in Fig. 1 occurs in all ten patient data sets investigated. Our goal is to account for the initial rise, subsequent fall and stabilization of the virus concentration at a set-point level. To accomplish this, nonlinear least-squares estimation is applied to a simple target-cell-limited model of HIV-1 infection to determine parameters associated with each of the ten patient viral load data sets. We find that modest variations in the parameters of the model are capable of mimicking the wide patient-to-patient variation in the rise and initial decline in viremia. Following the initial decline, however, we find that the viral load in many patients falls below the quasi-steady-state viral load predicted by this model. We document this pattern, then explore two widely discussed methods of immune control that could account for the discrepancies—increased rate of killing of productively infected cells by cytotoxic T lymphocytes (CTLs) and suppression of viral production by CD8+ T cell antiviral factors (CAFs).

2. Parameter estimation

2.1. PATIENT DATA

Virus concentration measurements in peripheral blood from ten patients (Table 1) were obtained from three labs and used in parameter estimation. Data for patients 1 and 2 were from a University of Washington study (Schacker et al., 1996), data for patients 3–9 were provided by the Aaron Diamond AIDS Research Center, and patient 10 data were provided by the Cedars-Sinai Medical Center in Los Angeles, CA.

Specimens were taken only after patients presented with acute infection symptoms, so baseline values of viral load are not available. The times in Table 1 for patient 1 are estimates of days since initial infection based on an average between the time of a recent HIV-negative sample and the first HIV+ sample. For patients 2 and 10 the times are measured from onset of symptoms, while for patients 3–9 they are taken from first date of data collection. Except for one patient, the time between initial infection and the time of the first data point is unknown and must be estimated. We discuss below how we estimated
TABLE 1

Virus concentration data

<table>
<thead>
<tr>
<th>pt 1</th>
<th>pt 2</th>
<th>pt 3</th>
<th>pt 4</th>
<th>pt 5</th>
<th>pt 6</th>
<th>pt 7</th>
<th>pt 8</th>
<th>pt 9</th>
<th>pt 10</th>
</tr>
</thead>
<tbody>
<tr>
<td>22</td>
<td>27.2</td>
<td>3</td>
<td>469.8</td>
<td>0</td>
<td>151.0</td>
<td>0</td>
<td>228.2</td>
<td>0</td>
<td>2217.7</td>
</tr>
<tr>
<td>43</td>
<td>210</td>
<td>11</td>
<td>1600</td>
<td>7</td>
<td>947.6</td>
<td>5</td>
<td>284.0</td>
<td>2</td>
<td>1380.3</td>
</tr>
<tr>
<td>78</td>
<td>85.9</td>
<td>15</td>
<td>42.8</td>
<td>9</td>
<td>706.2</td>
<td>6</td>
<td>216.0</td>
<td>6</td>
<td>2617.7</td>
</tr>
<tr>
<td>106</td>
<td>81.1</td>
<td>43</td>
<td>41.7</td>
<td>15</td>
<td>14.4</td>
<td>14</td>
<td>143.0</td>
<td>14</td>
<td>216.4</td>
</tr>
<tr>
<td>146</td>
<td>46.2</td>
<td>71</td>
<td>12.2</td>
<td>36</td>
<td>1.1</td>
<td>32</td>
<td>6.4</td>
<td>42</td>
<td>805.7</td>
</tr>
<tr>
<td>183</td>
<td>60.1</td>
<td>99</td>
<td>14.1</td>
<td>50</td>
<td>1.0</td>
<td>39</td>
<td>4.1</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>230</td>
<td>82.8</td>
<td>129</td>
<td>18.2</td>
<td>57</td>
<td>1.8</td>
<td>46</td>
<td>5.85</td>
<td>98</td>
<td>1350.6</td>
</tr>
<tr>
<td>268</td>
<td>103.</td>
<td>197</td>
<td>70.8</td>
<td>64</td>
<td>2.1</td>
<td>203</td>
<td>14.7</td>
<td>30</td>
<td>101.8</td>
</tr>
<tr>
<td>358</td>
<td>72.1</td>
<td>255</td>
<td>16.3</td>
<td>—</td>
<td>—</td>
<td>329</td>
<td>144.7</td>
<td>36</td>
<td>424.8</td>
</tr>
<tr>
<td>435</td>
<td>79.4</td>
<td>330</td>
<td>81.2</td>
<td>—</td>
<td>—</td>
<td>60</td>
<td>182.7</td>
<td>36</td>
<td>280</td>
</tr>
<tr>
<td>489</td>
<td>70.4</td>
<td>—</td>
<td>—</td>
<td>64</td>
<td>6.32</td>
<td>40</td>
<td>131.3</td>
<td>376</td>
<td>55.3</td>
</tr>
<tr>
<td>519</td>
<td>207.</td>
<td>—</td>
<td>—</td>
<td>273</td>
<td>2.27</td>
<td>213</td>
<td>186.3</td>
<td>49</td>
<td>525</td>
</tr>
<tr>
<td>534</td>
<td>42.6</td>
<td>—</td>
<td>—</td>
<td>288</td>
<td>5.64</td>
<td>551</td>
<td>89.4</td>
<td>—</td>
<td>604</td>
</tr>
<tr>
<td>584</td>
<td>10.8</td>
<td>—</td>
<td>—</td>
<td>347</td>
<td>14.55</td>
<td>56</td>
<td>132.2</td>
<td>645</td>
<td>61.7</td>
</tr>
<tr>
<td>610</td>
<td>54.2</td>
<td>—</td>
<td>—</td>
<td>430</td>
<td>13.6</td>
<td>56</td>
<td>103.2</td>
<td>757</td>
<td>55.9</td>
</tr>
<tr>
<td>687</td>
<td>22.3</td>
<td>—</td>
<td>—</td>
<td>478</td>
<td>13.1</td>
<td>—</td>
<td>117.1</td>
<td>776</td>
<td>52.7</td>
</tr>
<tr>
<td>778</td>
<td>40.8</td>
<td>—</td>
<td>—</td>
<td>547</td>
<td>5.62</td>
<td>547</td>
<td>5.62</td>
<td>—</td>
<td>659</td>
</tr>
<tr>
<td>838</td>
<td>10.8</td>
<td>—</td>
<td>—</td>
<td>778</td>
<td>22.3</td>
<td>—</td>
<td>117.1</td>
<td>776</td>
<td>52.7</td>
</tr>
</tbody>
</table>

Note: Data points are presented as ordered pairs with the first number in each entry representing a relative time in days and the second number in each entry the virus concentration in thousands of HIV-1 RNA copies ml⁻¹. A horizontal line in a column indicates only the data points above the line were used in parameter estimation. All points were used if there is no horizontal line. The times listed for patient 9 are from 35 days following initial infection (Borrow et al., 1997). Patients (pt) 1 and 2 are patient numbers 1019 and 1113 from University of Washington study. Patients 3-9 are JSW-DAAR, CMO-DAAR, HOB-DAAR, SUMA-SHAW, BORI-DAAR, INME-SHAW, and WEAU-SHAW from Aaron Diamond AIDS Research Center, respectively. Data for patient 10 are from patient DR from the Cedars-Sinai Medical Center in Los Angeles, CA.

the time shift, then use the time-translated data in subsequent graphs and discussions. Thus, for each patient the data in Table 1 will be translated forward in time by an amount τ.

The exact date of initial HIV-1 infection is known for patient 9 (Borrow et al., 1997; Clark et al., 1991). Values of time reported by Borrow et al., begin 15 days following onset of symptoms, which according to the patient, and corroborated by his sexual partner, was 20 days following initial exposure. Consequently, the data in Table 1 for patient 9, when translated forward 35 days reflect the actual rather than the estimated time following initial infection.

2.2. NONLINEAR LEAST-SQUARES PARAMETER ESTIMATION

We fit the data using a system of equations that include activated CD4⁺ T cells (T), productively infected CD4⁺ T cells (T*), and virus concentration (V):

\[ \frac{dT(t)}{dt} = \lambda - dT - kTV, \quad T(0) = T_0, \]

\[ \frac{dT^*(t)}{dt} = kTV - \delta T^*, \quad T^*(0) = T_0^*, \]

\[ \frac{dV(t)}{dt} = \pi T^* - cV, \quad V(0) = V_0. \]

This form of the target-cell-limited model has been used in other studies (Nowak & Bangham, 1996; Nowak et al., 1997a; Bonhoeffer et al., 1997) and represents a minimal extension of models used to analyze drug perturbation experiments (Ho et al., 1995; Wei et al., 1995; Perelson et al., 1996; Perelson & Nelson, 1999), which have typically included only productively infected cells and virus concentration. The model lacks resting uninfected cells and latently infected cells, which have been included in other target-cell limited models (Perelson, 1989; McLean et al., 1991;
Essunger et al., 1994; Phillips, 1996; DeBoer & Perelson, 1998). We ran numerous simulations using such models, but found that predicted viral load dynamics over the first 500 days did not differ appreciably from results obtained using eqn (1).

Here we only consider the primary targets for productive infection, activated CD4+ T cells (Schnittman et al., 1990). While all cells bearing the CD4 molecule, such as T cells, dendritic cells and macrophages, are susceptible to infection, it has recently been found that more than 90% of productively infected cells in lymph tissue during primary infection are CD4 + T cells (Haase, 1999; Zhang et al., 1999). It is possible for HIV to enter a resting cell, however direct infection of resting cells has been reported to be very inefficient due either to lack of full reverse transcription of viral RNA (Zack et al., 1992) or lack of integration of the reverse transcribed DNA into the host cell’s DNA (Stevenson et al., 1990). Surprisingly, Zhang et al. (1999) found that early infection is not only propagated in activated and proliferating T cells, but also in resting T cells. A slight modification of our model would allow infection of resting cells but here we report results based on infection of only activated CD4 + T cells.

Activated cells are generated by activation of resting cells. As an approximation, the rate of their generation is assumed to be constant, with \( \lambda \) cells being produced per unit volume per unit time. A net loss of activated cells proportional to their number density is assumed to occur with rate constant \( d \) and represents the difference between loss from cell death and gain due to cell division. We assume that activated cells become infected at a rate proportional to the product of activated cell density and virus concentration with rate constant \( k \), and that productively infected cells die with rate \( \delta \) per cell. Productively infected cells are assumed to produce virions at an average rate of \( \pi \) per cell and virus is cleared with rate constant \( c \).

Assuming that target cells are proliferating cells, we fix the density of target cells before infection, \( T_0 \), at 1% of the CD4+ T cell density in peripheral blood. This value is based on studies using the nuclear antigen Ki-67 (Sachsenberg et al., 1998) that found the percentage of proliferating CD4+ T cells in the peripheral blood of healthy controls to be 1.1 ± 0.6%. We assume there are no infected cells initially, so \( T_0^i \) is set to 0. We take the initial viral load, \( V_0 \), to be \( 10^{-6} \) virions ml\(^{-1} \) to represent the presence of a small number of virions present following primary infection. The exact value for \( V_0 \) is not critical since numerically it was found that varying \( V_0 \) over two orders of magnitude resulted in nearly identical virus concentration graphs except for a difference of less than 6 days in the predicted time to the viral peak. Thus, \( V_0 \) and the estimated translation time of the data, \( \tau \), will play off against each other. Before infection, we assume proliferating CD4+ T cells are at equilibrium, i.e. \( \lambda = dT_0 \). Hence, we need not estimate \( \lambda \) separately. We also accept the estimate from earlier studies (Perelson et al., 1996) of the clearance rate constant, \( c = 3 \) day\(^{-1} \), although somewhat higher values may be more appropriate (Mittler et al., 1999; Ramratnam et al., 1999). We show in the Appendix A that the behavior of the model depends on certain parameter products and ratios. Thus, for example, choosing a higher value of \( c \) will cause us to estimate a higher value of \( \pi \). In the parameter range of interest, the model’s behavior is only sensitive to the value of \( \pi/c \). Similarly, choosing a different initial level of activated cells, \( T_0 \), can be compensated for by changes in \( \pi \).

With assumed values for \( T_0 \), \( T_0^i \), \( V_0 \), and \( c \), we now estimate the remaining five parameters, \( d, k, \delta, \pi \), and \( \tau \) for individual patients by minimizing the objective function

\[
J(\theta) = \frac{1}{n} \sum_{i=1}^{n} \left( \log V(t_i) - \log \hat{V}(t_i) \right)^2,
\]

where \( n \) represents the number of data points selected to estimate the vector of parameters, \( \theta = [d, k, \delta, \pi, \tau]^T \), \( V(t_i) \) represents the virus concentration at time \( t_i \) predicted from the solution of eqn (1), and \( \hat{V}(t_i) \) represents the data value at time \( t_i \) with all times in the data set having been shifted by \( \tau \).

Differences in logarithms, as opposed to differences in actual values, are used in forming the objective function to accommodate the large differences between the peak values and quasi-steady-state values after the peak. This approach
minimizes the sums of the squared logarithms of ratios of data values to simulation values and, hence, weights ratios of small data values equally with those of large ones. Using actual values resulted in a good fit of the peak itself, but in some cases this approach gave unrealistic values for the parameters and poor agreement during the times following the peak.

In all but one case we do not know the true value of the time shift, \( \tau \), of the data sets. For most of our patients, the time shift between initial infection and the first data point given in Table 1 can be expressed as the sum of two terms, \( \tau = \tau_S + \tau_C \), where \( \tau_S \) represents the time from initial infection to the onset of symptoms and \( \tau_C \) is the time between onset of symptoms and the collection of the first viral load data. This is not applicable for patient 1, however, whose times are direct estimates from the date of initial infection based on the average time between a recent HIV-1 negative sample and the first HIV-positive sample. Thus, for patient 1, \( \tau = 0 \). The times for patients 2 and 10 were reported from the onset of symptoms, so \( \tau_C = 0 \) in these two cases. The times for patients 3–9 are from the day of initial collection of HIV-1 RNA data, so the time shifts for these patients contain both components.

Estimates of \( \tau_S \) for 12 patients were reported by Schacker et al. (1996) with a range from 5 to 30 days. In addition, a value of \( \tau_S = 20 \) days was reported for patient 9 (Borrow et al., 1997). Using the 12 reported values in Schacker and the value of 20 days reported for patient 9, we find a mean of 13 days from initial infection to onset of symptoms. Included in these estimates is the variability inherent in the time from initial transmission to when infectious virus first encounters target cells and infection takes off. Stochastic models during this early phase have been investigated by Merrill (1989). Other sources of variability include the replication and clearance rates of the virus.

Several factors enter into the value of \( \tau_C \)—severity of symptoms, the time required for the patient to obtain an appointment to be seen by a physician, and whether a blood sample was taken on the first or a follow-up visit. Often the time from onset of symptoms to first collection is only a few days—patient 2 and patient 10, for example, had their first collection 3 and 4 days, respectively, following onset of symptoms. Some-
### Table 2: Estimated parameter values for patients 1–10

<table>
<thead>
<tr>
<th>Patient</th>
<th>$d$ (day$^{-1}$)</th>
<th>$k$ (µl virion-day$^{-1}$)$\times 10^{-3}$</th>
<th>$\delta$ (day$^{-1}$)</th>
<th>$\pi$ (virion day$^{-1}$)</th>
<th>$J$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.013</td>
<td>0.46</td>
<td>0.40</td>
<td>980</td>
<td>0.046</td>
</tr>
<tr>
<td>2</td>
<td>0.020</td>
<td>0.36</td>
<td>0.80</td>
<td>1800</td>
<td>0.087</td>
</tr>
<tr>
<td>3</td>
<td>0.0065</td>
<td>0.64</td>
<td>0.43</td>
<td>960</td>
<td>0.050</td>
</tr>
<tr>
<td>4</td>
<td>0.0046</td>
<td>4.80</td>
<td>0.18</td>
<td>98</td>
<td>0.017</td>
</tr>
<tr>
<td>5</td>
<td>0.017</td>
<td>0.63</td>
<td>0.39</td>
<td>870</td>
<td>0.017</td>
</tr>
<tr>
<td>6</td>
<td>0.012</td>
<td>0.75</td>
<td>0.39</td>
<td>790</td>
<td>0.088</td>
</tr>
<tr>
<td>7</td>
<td>0.017</td>
<td>0.80</td>
<td>0.31</td>
<td>730</td>
<td>0.019</td>
</tr>
<tr>
<td>8</td>
<td>0.0085</td>
<td>0.66</td>
<td>0.17</td>
<td>830</td>
<td>0.0098</td>
</tr>
<tr>
<td>9</td>
<td>0.006</td>
<td>2.50</td>
<td>0.13</td>
<td>110</td>
<td>0.0033</td>
</tr>
<tr>
<td>10</td>
<td>0.0043</td>
<td>0.19</td>
<td>0.46</td>
<td>7100</td>
<td>0.063</td>
</tr>
</tbody>
</table>

Median 0.01 0.65 0.39 850 0.032
Sample SD 0.0057 1.4 0.19 2000 0.032

**Note:** Due to dependencies among parameters in the model (discussed in Appendix A) and an inability to estimate the time shift precisely, we present these estimated values only to summarize our findings. All estimates were performed using the program Adapt II (D’Argenio & Schumitzky, 1997).

We display median values for parameter estimates since there appear to be some extreme values in this small data set. For example, patient 9 was a rapid progressor (Borrow et al., 1997) and the associated parameter estimates may be atypical as this patient’s $k$ is nearly the highest and his $\delta$ is the lowest of all the patients. It is unclear whether there is biological significance to these extremes, but it would be interesting to compare with estimates from other rapid progressors. Patient 10 is also atypical in that the estimate for $k$ is the lowest and $\pi$ the highest over all patients. Since, as shown in Appendix A, there is a family of parameter estimates associated with $\pi$ and the initial value of target cells, $T_0$, the very high value of $\pi$ may be more a reflection of this patient having more target cells. For example, if $T_0$ were 70 cells µl$^{-1}$ rather than 10 cells µl$^{-1}$ as assumed, the estimate for the viral production rate $\pi$ would be $7100/7 = 1014$ virions day$^{-1}$, a value much more in line with the other patient estimates. Similarly, as discussed in Appendix A, a higher viral production rate coefficient would be predicted by our method if the viral clearance rate constant, $c$, were lower in this patient than normal.

The predicted steady-state values of productively infected cells, $T_{ss}^*$, and viral load, $V_{ss}$, are given in the second and third columns of Table 3. Eigenvalues of the approximate linear system, linearized about the steady-state solution, were found to have negative real parts (results not shown) assuring locally an asymptotically stable fixed point. The basic reproductive ratio, $R_0$, which represents the average number of new infected cells resulting from a single infected cell before any depletion of target cells (Bonhoeffer et al., 1997), is provided in column 4. Virus concentration is growing exponentially during the initial rise, and we have tabulated the associated doubling time, $T_2$, in the last column of Table 3. The formulas used to compute $T_{ss}^*$, $V_{ss}$, $R_0$, and $T_2$ are taken from Bonhoeffer et al. (1997):

\[
T_{ss}^* = \frac{\lambda}{\delta} - \frac{dc}{k\pi}, \quad V_{ss} = \frac{\pi\lambda}{\delta c} - \frac{d}{k},
\]

\[
R_0 = \frac{k\pi\lambda}{cd\delta}, \quad T_2 = \frac{\ln 2}{\delta(R_0 - 1)}.
\]

### 3. Immune responses

We shall show that when patient data are examined over periods longer than 100 days after infection, the target-cell-limited model fails to explain the data in many patients, with the viral load falling below the prediction. However, by including immune response mechanisms the data can be explained.
Fig. 2. Theoretical curves using estimated parameters vs. observed viral load data (●) for all patients. Time values of the data points differ from those in Table 1 since all data sets have been translated in time as described in the text.
TABLE 3
Estimated steady state values of productively infected cell density ($T^*_0$), viral load ($V_0$), basic reproductive ratio ($R_0$), and doubling time ($T_2$)

<table>
<thead>
<tr>
<th>Patient</th>
<th>$T^*_0$ (cells μl$^{-1}$)</th>
<th>$V_0$ (RNA ml$^{-1}$)×10$^{-3}$</th>
<th>$R_0$</th>
<th>$T_2$ (days)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.5</td>
<td>160</td>
<td>3.8</td>
<td>0.62</td>
</tr>
<tr>
<td>2</td>
<td>0.31</td>
<td>190</td>
<td>2.8</td>
<td>0.49</td>
</tr>
<tr>
<td>3</td>
<td>0.23</td>
<td>75</td>
<td>4.7</td>
<td>0.43</td>
</tr>
<tr>
<td>4</td>
<td>0.46</td>
<td>15</td>
<td>8.8</td>
<td>0.5</td>
</tr>
<tr>
<td>5</td>
<td>0.68</td>
<td>200</td>
<td>4.7</td>
<td>0.49</td>
</tr>
<tr>
<td>6</td>
<td>0.48</td>
<td>130</td>
<td>5.1</td>
<td>0.43</td>
</tr>
<tr>
<td>7</td>
<td>0.91</td>
<td>220</td>
<td>6.2</td>
<td>0.42</td>
</tr>
<tr>
<td>8</td>
<td>0.91</td>
<td>250</td>
<td>11.</td>
<td>0.42</td>
</tr>
<tr>
<td>9</td>
<td>0.77</td>
<td>27</td>
<td>6.6</td>
<td>0.94</td>
</tr>
<tr>
<td>10</td>
<td>0.17</td>
<td>400</td>
<td>9.6</td>
<td>0.17</td>
</tr>
<tr>
<td>Median</td>
<td>0.49</td>
<td>180</td>
<td>5.7</td>
<td>0.46</td>
</tr>
<tr>
<td>Sample SD</td>
<td>0.27</td>
<td>110</td>
<td>2.6</td>
<td>0.19</td>
</tr>
</tbody>
</table>

3.1. LONGER-TERM PREDICTIONS VS. DATA

Comparing the predicted behavior over longer intervals with the data (Fig. 3), we find that only some patients’ viral loads are consistent with theoretical curves using short-term estimates of parameters. This appears to be the case for patients 1, 5 and 7. For example, patient 1’s viral load following the peak declines at day 146 to a value that is approximately 30% of the steady-state value prediction based on only the first four data points, but there is a steady upward trend with the data point at day 268 reaching 65% of the predicted steady-state value. Patient 5’s viral load drops only slightly below the predicted steady-state level (Fig. 3), then recovers. There are no data available for patient 7 between days 76 and 229, but we see that the predicted level is close to being attained by day 229.

Three patients were found to have statistically significant deviations from the model over longer time periods. Patients 2, 6 and 10 had objective function values more than five standard deviations higher than the short-term objective function mean over all ten patients. Patient 2’s HIV-1 RNA concentration (Fig. 3) drops after the peak viremia to less than 10% of the steady-state value predicted using the first four data points and by one year is still approximately 40% of the predicted steady-state level. After the peak in viremia, the viral load of patient 6 falls well below the predicted steady-state level and remains below. Again, the model does not adequately explain viral load declines of this magnitude. Although patient data through day 100 were used for most patients, patient 8 data after day 69 were not used. The reason for this exclusion is that the minimum objective function value including these points was approximately double the minimum value excluding the points. In Fig. 3 we see the data points between days 76 and 95 fall below the theoretical curve in a pattern consistent with patients 2, 6 and 10. The viral load of patient 10 falls well below the predicted steady-state level, but during days 191–246 there is a steady-increase toward the steady-state value predicted by the model.

Patient 9 (Fig. 3) is an exception to the general trend. The final four points displayed were not used in the parameter estimation, and although the first point of these four agrees with the simulation, the final three are above the predicted steady-state value. This patient was atypical in that he progressed to AIDS in less than 3 years (Borrow et al., 1997), and thus unlike slower progressors may not have had any protective immune response arise or, alternatively, may have had a particularly cytopathic strain of virus.

In cases where viral load declines substantially after the peak, as is the case for patients 3, 6 and 10 (Fig. 2), the simple target-cell-limited model predicts solutions that are highly oscillatory during their approach to the steady-state (Fig. 3). Minimum viral loads following the peak for these three patients are approximately 1000, 11 000 and 12 000 HIV-1 RNA copies ml$^{-1}$, respectively, compared with predicted steady-state values of 75000, 130 000 and 400 000 HIV-1 RNA copies ml$^{-1}$ (Table 2). Insufficient data exists in these three cases to verify or refute the model’s predictions of the one to two order of magnitude increases from the minima to the steady-state levels, but such oscillatory behavior is not typically seen in data. Some additional HIV patient data (Fig. 4) show that viral load does not always rebound as the model would predict following steep declines. (Although there were no data points available to define the peak for these patients, parameter values similar to those in Table 2 were used to generate theoretical curves shown in Fig. 4.) The model’s predictions clearly do not
FIG. 3. Theoretical curves over longer intervals generated with best-fit parameters estimated using data only from the first 100 days. Long-term data for patients 3 and 4 were not available. In some cases (patients 1, 5, 7) the prediction from the first few points is consistent with data while in other cases (patients 2, 6, 10) the viral load is generally below the prediction. Patient 9 is atypical in that he rapidly progressed to AIDS (Borrow et al., 1997).

agree with patient data in the region just beyond the local minima at days 35 and 70, respectively.

On the other hand, viral loads of patients 1, 2, 5, 7 and 10 do return approximately to the steady-state values predicted by the model (Fig. 3). Additionally, Nowak et al. (1997a) report two cases of SIV-infected macaques whose SIV RNA levels increase more than an order of magnitude
between 35 and 119 days post-infection. Comparing this data with patient 3, the patient exhibiting the most pronounced decline, we note that the model predicts a rise of less than two orders of magnitude from the lowest HIV concentration value.

In summary, using longer-term data we find significant deviations in viral load in some patients from the target cell limited model’s predicted values. Specifically, patients 2, 6 and 10 (Fig. 3) had significantly lower viral loads as early as 84 days following initial infection. Patients 1, 5 and 8 had viral loads slightly below the predicted values, and patient 7 showed no deviation from predicted viral load (although there were no data points between days 80 and 233). Only patient 9 had an increase above the predicted steady-state value, the increase occurring 242 days following initial infection. To explain the lower than predicted viral loads, we speculate that some patients produce an immune response capable of reducing viral burden. To explore this possibility, we modified our model to predict what might happen if there were either HIV-specific cytotoxic T lymphocyte (CTL) activity or suppression of HIV replication by cytokines such as IL-16 (Maciaszek et al., 1997) or CAF (Mackiewicz et al., 1995).

3.2. MODELS OF TWO POSSIBLE IMMUNE RESPONSE MECHANISMS

Typically immune responses are strongest when antigen levels are high. Here, as a first examination of the potential effects of an immune response, rather than attempting to model the full CTL response we simply assume that \( \delta \), the death rate constant of productively infected cells, increases due to CTL-mediated cytolysis. The increase is assumed to be dependent upon the number of productively infected cells, which in turn is proportional to the virus concentration. Because the immune response takes time to develop, we assume that CTL activity is not substantial until after the peak viremia is reached. We make this assumption because several graphs of patient data seem to indicate that abrupt changes from the simple model’s predictions occur most often as the viral load begins to climb for a second time. A similar delay has been reported in chimpanzee hepatitis B virus (HBV) infection (Guidotti et al., 1999) where CD8+ T cells did not appear in significant numbers until 16 weeks after initial infection.

In our analysis, we use the parameter values estimated over the first 100 days with the exception that we now model CTL-induced changes in \( \delta \) with viral load as follows:

\[
\delta = \delta_0 + \delta_1(V) \quad \text{where} \quad \delta_1(V) = \begin{cases} 
0, & t < t_1, \\
 f(t)V, & t \geq t_1,
\end{cases}
\]

The function \( f(t) \) is chosen to increase with time over several days to mimic effector cell expansion beginning at \( t = t_1 \), and to decline gradually beginning at \( t = t_2 \) simulating subsequent loss of
FIG. 5. Theoretical curves with simulated CTL response (solid curve), theoretical curve without simulated CTL response (dashed curve), and data points (●) for patients 2, 6 and 10.

TABLE 4

<table>
<thead>
<tr>
<th>Patient</th>
<th>$t_1$ (days)</th>
<th>$t_2$ (days)</th>
<th>$\beta$ (virion-day)$^{-1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>60</td>
<td>65</td>
<td>0.09</td>
</tr>
<tr>
<td>6</td>
<td>50</td>
<td>—*</td>
<td>0.125</td>
</tr>
<tr>
<td>10</td>
<td>45</td>
<td>100</td>
<td>0.070</td>
</tr>
</tbody>
</table>

*Patient 6 viral load was maintained well below the predicted steady-state value for more than 500 days, so no decline in CTL response with time was modeled.
FIG. 6. Inclusion of a CTL response causes the infected cell death rate constant, $\delta$, to change over time as shown above for patients 2, 6, and 10.

Another immune mechanism that has been suggested (Walker et al., 1986; Mackewicz et al., 1995; Jin et al., 1999) is that a soluble factor produced by CD8$^+$ T cells partially inhibits the production of virus particles by productively infected cells. The identity of this factor is unknown but Levy and co-workers have called it CAF, CD8$^+$ T-cell antiviral factor (Mackewicz et al., 1995). We crudely simulated this form of response by reducing the virus production rate coefficient, $\pi$, to 35% of its original value at a time shortly following the first minimum in viral load. This yielded results for patient 6 that are similar to the data (Fig. 7). Interestingly, Jin et al. (1999) found that increasing $\pi$ about three-fold gave reasonable agreement with viral load increases observed in SIV-infected macaques after they were CD8$^+$ T cell depleted.

4. Discussion

Although many complex processes occur during the rise and fall in viral load following initial HIV infection, we have shown that temporal changes in virus concentration observed early after infection are consistent with the assumptions embodied in the simple target-cell limited model [eqn (1)]. Relatively small variations in parameters determined by the host ($d$) and parameters determined by interaction between host and virus ($k$, $\delta$, and $\pi$) can be used to account for the highly diverse patient-to-patient viral concentration transients observed during the first 100 days following primary infection.

We found a mean and median value of 0.37 and 0.39 day$^{-1}$, respectively, for $\delta$ over our ten patients. These values are slightly less than the population estimate of 0.47 day$^{-1}$ obtained for the first phase decay rate constant obtained by Wu et al. (1999) in a drug perturbation study of 48 patients analysed using a nonlinear mixed-effect model. Our estimate is consistent with the mean value of 0.37 day$^{-1}$ determined by
Klenerman et al. (1996) using data from five different drug perturbation experiments, and slightly lower than the first-phase decay rate constant of 0.5 day\(^{-1}\) obtained by Perelson et al. (1996). In a separate study, a mean of 0.38 day\(^{-1}\) for \(\delta\) was observed in primary infection patients given combination therapy a few days following onset of symptoms (Little et al., 1999).

We are unable to validate our results for the other parameter estimates as no conclusive, independent estimates, other than for \(\delta\), have been published to date. Further, dependencies between \(\pi\) and \(T_0\) and between \(\pi\) and \(c\), as shown in Appendix A, imply that our estimates of \(\pi\), \(c\) and \(T_0\) are not unique.

Our results support, but do not conclusively prove, that the initial decline in viral load is due to target-cell limitation, as suggested by Phillips (1996), rather than to a response by the immune system. The model, which can be viewed as a minimal extension of the two-equation model widely used to interpret drug perturbation experiments (Perelson et al., 1996; Perelson & Nelson, 1999), is able to match the highly diverse initial viral load transients by minor modification of parameters.

Three arguments are often given to support the hypothesis of immune system control during primary infection. First, there is evidence of a temporal correlation between an increase in CTL precursor frequency and decline in viral load (Koup et al., 1994). Second, an inverse correlation between the steady-state level of plasma virus and the number of effector CTLs has been observed (Ogg et al., 1998). Third, Matano et al. (1998) used anti-human CD8+ monoclonal antibody to deplete CD8+ T cells in macaques, either a few days before or a few days after inoculation with simian immunodeficiency virus (SIV). Measurements of SIV concentration showed marked increases in peak viremia as compared to controls, suggesting that CD8+ T cells are responsible for controlling the viral load.

These studies do not provide direct evidence, however, that CTLs are causing the HIV-1 viral load to decline from its early peak level. It may well be that many cytotoxic cells are generated as viral load increases and then, as viral load declines, the antigenic stimulus diminishes and the CTLs also decline. Thus, the temporal correlation of CTL and virus as well as the inverse correlation between viral load and CTL do not establish to what extent CTLs are controlling the virus or simply responding to changes in antigen load. Further, in vitro it has been shown that the HIV-1 protein nef causes down regulation of MHC class I molecules on HIV-infected cells making such cells poor targets for cytolytic killing (Collins et al., 1998). Thus, while CTLs have the potential to shorten the lives of productively infected cells, these cells may be poor targets and, due to viral cytopathic effects, may already have a short lifespan. Perhaps an even stronger argument is that CTL activity during primary infection varies widely among HIV-1 patients (Musey et al., 1998), yet all ten of our patients’ viral loads decline significantly from their peak values. Thus, it is not clear to what extent the large frequencies of CTLs observed in some studies are responsible for effectively eliminating productively infected cells, and hence causing the large drop in viral load observed during the first 30–50 days following initial infection.

The observation that anti-CD8 antibodies cause an increase in plasma virus levels supports the notion of CD8+ T cells playing a role in the control of viremia, although this effect may be mediated by soluble factors rather than CTL action. Also, the experiment by Matano et al. (1998) is not definitive, as there is a plausible alternative explanation of their observations. We note that administration of anti-CD8 antibody to control animals AH37 and T14 generates significant changes in CD4+ T cell levels as well as CD8+ T cell levels. In fact, these animals’ CD4+ T cell levels decline to approximately 25 and 50% of their respective baseline values by 7 days following anti-CD8 monoclonal antibody injection. Such a significant change in the CD4+ T cell population implies that the monoclonal antibody does not simply remove CD8+ T cells. Major changes in cytokine production and in the degree of activation of CD4+ T cells may well be occurring, which in turn could significantly alter the virus concentration. The target-cell-limited model, in fact, predicts much higher peak levels in viremia if the number of activated cells present at the time of initial infection is increased. We speculate that the low levels of CD4+ T cells found in the
periphery 7 days after injection with anti-CD8 monoclonal antibody is the result of their activation and death or sequestration in lymph nodes. The anti-CD8 antibody might be inducing pro-inflammatory cytokines that simultaneously constrict the efferent lymph node ducts and produce an increase in activated CD4+ T cells that are SIV-susceptible.

In another SIV experiment (Schmitz et al., 1999), additional evidence is presented that suggests CD8+ T cells control viral load immediately following the peak in some monkeys. Again, anti-CD8 monoclonal antibodies were used to deplete the CD8+ T cells. Here, viral loads were only reported from the peak onwards. Although all five control animals had approximately the same peak values in viral load as those whose CD8+ T cells had been depleted, those with depleted CD8+ T cells on average maintained higher viral loads in the 28 days following the peak. In this experiment, unlike results reported in Matano et al. (1998), the presence of CD8+ T cells did not affect the magnitude of the peak viral load since both the controls and the CD8-depleted animals had similar peak values.

In summary, although CD8+ T cells may influence viral load, the effect seen by Schmitz et al. (1999) occurred after the peak. Our models of primary infection also suggest that if CD8+ T cells are playing a role in primary infection, their main effect is seen predominantly late in the response and may not be directly responsible for bringing the peak viremia down. More detailed experimental studies coupled with models of CD8+ T cell activity, will be needed to more precisely elucidate the role of CD8+ T cells in primary infection.

5. Summary

We have shown that a frequently used target-cell-limited model can mimic the highly diverse temporal changes in viral load of ten patients during the first 100 days or so of primary HIV-1 infection. These results are consistent with, and provide evidence for, target cell limitation being the principle cause of the initial decline in viral load following the initial viremia peak.

The standard target-cell-limited model accurately predicts viral load in some patients well beyond the initial transient, but in other patients the viral load falls far below the model's prediction. This suggests that one or more unmodeled processes that lower the viral load are present in these patients. We have explored two such processes—cytotoxic T lymphocyte (CTL) destruction of productively infected cells and suppression by CD8+ T cell antiviral factor (CAF). We find that models that include either one of these effects can mimic patient data, but thus far we are unable to clearly identify one or the other as dominant. Partial evidence in favor of CAF over CTL was obtained, however, since unrealistically high values of the productively infected death rate constant were needed to match the data in the three patients we considered.

Portions of this research were done under the auspices of the U.S. Department of Energy. It was supported by faculty fellowships awarded to MAS by the Associated Western Universities and the American Society of Engineering Education, the Santa Fe Institute, the Jeanne M. Sullivan and Joseph P. Sullivan Foundation, NIH grants RR06555 and AI40387, and a research grant from Texas A & M University-Corpus Christi. We thank George Shaw, University of Alabama, for providing samples from his primary infection patients for analysis and the patients who participated in the clinical trials.

REFERENCES


APPENDIX A

In Section 2.2 it was asserted that two pairs of parameters (T0 and π, c and π) in the simplified model are dependent. We now make that statement precise.

A.1. DEPENDENCY OF T0 AND π

Suppose the uninfected equilibrium requirement, λ = dT0 is used to eliminate the source term, λ, in eqn (1), and define the initial-value problem IVP1 by

\[
\frac{dT(t)}{dt} = d(T_0 - T) - kTV, \quad T(0) = T_0
\]

\[
\frac{dT^*(t)}{dt} = kTV - \delta T^*, \quad T^*(0) = T^*_0, \quad (IVP1)
\]
\[ \frac{dV(t)}{dt} = \pi T^* - cV, \quad V(0) = V_0 \]

Let \( \phi(t) = [\phi_1(t) \ \phi_2(t) \ \phi_3(t)]^T \) be the unique solution on some interval of interest, \([0, t_f]\). Define a second initial value problem, IVP2, by

\[ \begin{align*}
\frac{dT(t)}{dt} &= d(T_0 - T) - kTV, \quad T(0) = T_0, \\
\frac{dT^*(t)}{dt} &= kTV - \delta T^*, \quad T^*(0) = T^*_0, \quad (IVP2) \\
\frac{dV(t)}{dt} &= \tilde{\pi} T^* - cV, \quad V(0) = V_0.
\end{align*} \]

If \( T_0 = \sigma T_0 \) and \( \tilde{\pi} = (1/\sigma) \pi \), then IVP2 has solution \( \tilde{\phi}(t) = [\sigma \phi_1(t) \ \sigma \phi_2(t) \ \phi_3(t)]^T \) on the interval \([0, t_f]\). The proof is immediate.

The consequence of this result is that either the nominal target cell density, \( T_0 \), or the virion production constant, \( \pi \), can be sought in parameter estimation using measurements of viral load alone, but not both. If methods are devised to make independent measurements of either of these, then the other can be sought using parameter estimation schemes such as the one we use in Section 2 which uses only viral load data.

### A.2. Dependency of \( c \) and \( \pi \)

When \( c \gg \delta \), a quasi-steady state approximation is sometimes used (Nowak et al., 1997b) to reduce the system of three equations in the simplified model to two differential equations and one algebraic equation:

\[ \begin{align*}
\frac{dT(t)}{dt} &= d(T_0 - T) - \frac{k\pi}{c} TT^*, \\
\frac{dT^*(t)}{dt} &= \frac{k\pi}{c} TT^* - \delta T^*, \quad \tilde{V} \equiv \frac{\pi}{c} T^*. 
\end{align*} \]

Numerically it has been verified that, for the values of \( c \) and \( \delta \) in Table 2, this system of equations gives solutions that are nearly identical with the original system. We note that neither \( \pi \) nor \( c \) appears individually but always as a ratio. Hence, we cannot distinguish between these two quantities from viral load data alone.